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A method for the dynamic modeling of a fluid conduit is developed, based on its discretization into a sequence of well-mixed flow nodes. This enables the time delay produced by the fluid flow to be simply modeled in any time domain simulation. An optimal level of discretization, based on the residence time distribution produced by fully developed turbulent flow, is presented. The model is capable of calculating the response to changes in flow rate, fluid inlet temperature, and species concentration.

The thermal response is based on a second-order model for each node, taking account of the thermal capacitance of the fluid and of the conduit inner wall. It is demonstrated that the model predicts a time delay, then a rapid initial response due to flow effects, followed by slower dynamics controlled by the thermal inertia of the walls. An intermodel comparison of output for a prototype duct is made with three published models, and an empirical validation is reported.

INTRODUCTION

The dynamic simulation of duct and pipe behavior has been studied less intensively than that of most HVAC components. This may be due in part to the comparatively limited number of situations in which the dynamic characteristics of flow and heat transfer are important. Some examples of situations in which dynamic effects are significant are:

- Local loop control, where the sensor is remote from the actuator
- Situations in which the dynamics of the distribution of some hazardous material (e.g., smoke) in a ductwork system is important
- Situations in which short-term thermal dynamics are significant, such as boiler flue systems and automobile exhausts

A recent thorough survey of existing dynamic models (Bourdouxhe et al. 1998) divides models into three categories: (1) those governed by partial differential equations; (2) lumped parameter models (ordinary differential equations); and (3) filter models, in which dynamics are added to steady-state models via a first-order Hammerstein paradigm. The focal point of all these models is the thermal response, with the flow dynamics being considered only as a time delay. The review points out that the models surveyed generally neglect the fluid thermal capacitance and thus are not suitable for liquid flows, assume a fixed fluid mass flow rate, and do not treat the issue of time delay in a realistic manner.

A starting point for several model implementations was the classical transfer function approach (Tobias 1973). From the partial differential equations representing energy balances on the fluid and conduit material, a transfer function, giving the temperature response at the outlet of the duct, was obtained. The form of this function made it difficult to transpose to the time domain, so a simplified function was recommended for practical use. Tobias’ model does not
take into account the longitudinal temperature distribution of the conduit, which limits its range of application.

The implementation of duct models for the modular simulation program HVACSIM+ (Park et al. 1985) has been described by Clark et al. (1985). The paper described a simplified model based on the filter approach and a lumped parameter model obtained by expressing Tobias’ simplified transfer function in the time domain. Both models required a representation of a time delay caused by the transport time of fluid in the duct. This can be difficult to accommodate in many simulation solvers, whether a fixed or variable time step is used. The time delay is generally taken as

\[ t_d = \frac{V}{v} \]  

(1)

In the method of representing time delay described by Clark et al. (1985), the temperature distribution is given by a fifth-order polynomial in distance with time-dependent coefficients, determined by Gaussian elimination at each time step. The duct is discretized into five sections in this model.

\[ T(x, t) = \sum_{i=0}^{i=5} a_i(t)x^i \]  

(2)

The simplified model superimposed a first-order dynamic response onto this time delay:

\[ \frac{dT_{out}}{dt} = \frac{T_{as} - T_{out}}{t_c} \]  

(3)

where the time constant is given by

\[ t_c = \left( \frac{h_i}{h_i + h_o} \right) \frac{C_w}{m c_p} \]  

(4)

Clark et al. (1985) also derived a time-domain transformation of Tobias’s approximate transfer function. This model has three components: a time delay as per Equation (2), a step rise in temperature, and a first-order temperature rise. For a unit step input,

\[ T_{out} = \lambda + (1 - \lambda) \left( 1 - e^{-\frac{t}{t_c}} \right) \]  

(5)

for \( t > t_d \), \( T_{out} = 0 \), otherwise,

where the following are defined

\[ \lambda = e^{-\frac{t}{t_c}} \]

and

\[ \alpha = \frac{U A h_i}{2 m c_p h_o} \]

A duct model was developed (Type 31) and implemented in the simulation program TRNSYS (Klein et al. 1996). The fluid flow component of the model consists of defining segments of the
fluid of variable size, each segment of fluid having a first-order differential equation to model its temperature dynamics. The temperature history of the leaving fluid is thus defined by the segments that are pushed out of the duct by the entering fluid. This model does not take into account the thermal capacitance of the conduit.

The approach developed in this paper is to represent the fluid flow element of the simulation by using a connected sequence of well-mixed nodes. Each fluid node, which is defined by a single temperature, then exchanges heat with its local conduit walls. This method, briefly outlined by Escudie and Laret (1994), has a number of advantages. Firstly, by using simple first-order dynamics, problems associated with explicit time delay modeling are avoided. Secondly, the thermal capacity of both fluid and conduit wall are easily accounted for, making the model equally applicable to pipes as well as ducts.

The method described here is based on discretization of the conduit into a series of well-mixed zones and establishes the optimum number of zones to use, based on the criterion of matching as closely as possible the residence time distribution that occurs in the prototype conduit. This makes the model equally suitable for studying both the thermal response and the fluid transport behavior of duct or pipe systems. In this paper, the prototype residence time distribution has been obtained using a published analytical expression. However, it should be noted that the approach would be equally suitable if the residence time distribution were obtained by other means such as CFD simulation or by experimental measurement.

METHODS

Residence Time Distribution

A convenient way of representing residence time distribution (RTD) is given by considering the following: at time \( t = 0 \) a passive fluid property in a steady-flow system undergoes a step change (for example, the color could change from clear to red). The variable \( F(t) \) represents the fraction of red material in the outgoing fluid at time \( t \). The analysis is simplified by using dimensionless time, given by

\[
\tau = \frac{\nu t}{V}
\]  

(6)

The actual shape of the \( F \) diagram in a duct or pipe depends primarily on the velocity profile. The plug flow assumption is predicated on a flat velocity profile across the duct, hence all the red fluid elements arrive at the exit at the same time. If a velocity profile is considered, then the faster-moving elements near the centerline will arrive more quickly than the average. In the case of laminar flow, the maximum velocity is double that of the mean fluid velocity, hence red material would first appear in the exit flow at \( \tau = 0.5 \). The \( F \) diagrams for the limiting conditions of plug flow, well-mixed flow (in which an entering fluid element is instantaneously dispersed throughout the volume), and laminar flow are shown in Figure 1.

Neglecting mixing, an \( F \) function can be obtained by integration of the velocity profile. For laminar flow, this easily gives

\[
F(\tau) = 1 - \frac{1}{4\tau^2} \quad \tau > 0.5
\]  

(7)

For any given situation, the RTD can be obtained by three means:

- Direct experiment measurement using a tracer fluid
- Numerical modeling using CFD techniques
- A closed-form equation, taking into account velocity profile and diffusivity (to incorporate the effects of mixing)

There are very few reported experimental investigations relating to the RTD of turbulent flow in a conduit, and there are experimental difficulties in obtaining reliable measurements. The approach described in this paper is based on matching the actual RTD as closely as possible by using a sequence of well-mixed nodes. As an example of the implementation of this approach, the actual RTD is obtained by the last of these methods, the assumption of a fully developed turbulent velocity profile.

A power law radial velocity profile is assumed:

\[ u_r = u_{max} (1 - r)^n \]  

The maximum velocity \( u_{max} \) is related to the mean \( \bar{u} \) by

\[ \bar{u} = 2 \frac{u_{max}}{\left(\frac{1}{n+1}\right)\left(\frac{1}{n+2}\right)} \]  

where

\[ n = \begin{cases} 
7 & 2000 < N_{Re} < 10^5 \\
8 & N_{Re} > 10^5 
\end{cases} \]

A correction factor allows for the effects of eddy diffusivity (Danckwerts 1953):

\[ \beta = \frac{(n-1)^2 R}{0.32 n L} \]
The combined effects of velocity profile and diffusion give the following expression for $F$:

$$F(\tau) = 1 + \frac{n + 1 - \tau^n(2n-1)}{n(\tau^n)^2} \beta (n + 1)(2n + 1)^2 (2\tau^n - 1)(\tau^n - 1)^2}{4n^2 (\tau^n)^4}$$  \hspace{1cm} (11)$$

The first two terms define the RTD by integration (with respect to time and radial position) of the velocity profile; the third term (containing $\beta$) is the diffusive correction factor. This $F$ diagram is shown in Figure 2 for $n = 7$ and $\beta = 0.01$. A similar expression was derived by Bosworth (1949); experimental results for water flow in a pipe showed that Equation (11) tended to over-predict the extent of longitudinal mixing. It should be noted that the length-to-diameter ratio of the duct only affects the diffusivity correction term.

**Well-Mixed Nodal Model**

The approach described in this paper is to approximate the benchmark $F$ diagram [taken as that given by Equation (11)] by defining a model consisting of a number of well-mixed nodes in series.

For a step change in input, the response of a single node is an exponential rise:

$$F(\tau) = 1 - e^{-\tau}$$  \hspace{1cm} (12)$$

For a number of such nodes ($i$) in series such that the volume of each node is $V/i$, then the resulting $F$ distribution is given by

$$F(\tau) = 1 - e^{-i\tau} \left(1 + \frac{1}{2!}(i\tau)^2 + \frac{1}{(i-1)!}(i\tau)^{i-1}\right)$$  \hspace{1cm} (13)$$

As the number of nodes is increased, the order of the response rises, and as the number of nodes approaches infinity the response approaches that of plug flow. Figure 3 shows a plot of Equation (13) for 20 and 80 nodes in series, together with the analytical result given by Equation (11).
The optimum number of nodes was established by evaluating the area enclosed between the $F$ diagram for that number of nodes and the $F$ diagram of the benchmark model over the range $0.8 < \tau < 1.5$. The results are shown in Figure 4, which indicates that the optimum number of nodes is 46, but that if a reduction in problem size is required for computational constraints then 20 gives a reasonable approximation.

Figure 3. $F$ Diagrams for Well-Mixed Nodes in Series

Figure 4. Optimal Discretization of Conduit
It is of interest to note that the optimal number of nodes is independent of any conduit properties with regard to the radial velocity profile, but the effects of diffusion are sensitive to the length-to-diameter ratio.

The proposed method for dealing with flow-determined temperature transients, namely the longitudinal discretization of the conduit into a sequence of well-mixed nodes, leads to a first-order energy balance on the fluid in each node:

\[ C_u \frac{dT_i}{dt} = mc_p(T_{i-1} - T_i) - h_cA_i(T_i - T_{w,i}) \]  

(14)

The majority of conduits are constructed from a metal inner layer, with or without insulation and an outer protective layer. In terms of dynamic response to a disturbance from the inside, the Biot number of a metal conduit wall generally is low:

\[ N_{Bi} = \frac{h_D}{k} \]  

(15)

This indicates that quite small errors will be introduced by adopting a lumped thermal capacitance for the conduit wall. Here the characteristic dimension \( D \) is taken as the thickness of the inner lining of the conduit.

A prototype duct with standard refrigeration construction, consisting of inner and outer steel skins 1 mm thick and separated by 50 mm insulation, was used. The prototype was a component of a climatic wind tunnel for which a dynamic model was being developed for testing improved control strategies (Roberts 2000). The relevant thermal properties are summarized in Table 1.

The inside film heat-transfer coefficient was calculated from a standard relationship for forced convection in ducts (Incropera and DeWitt 1990):

\[ N_{Nu} = 0.023(N_{Re})^{0.8}(N_{Pr})^{0.4} \]  

(16)

and the outside heat-transfer coefficient from empirical data for convection and radiation heat transfer from pipes in still air (McAdams 1954).

A benchmark finite difference model of this construction was set up with capacitance nodes in each of the steel layers, together with three capacitance nodes in the insulation. This model was compared with a simple \( T \) model that only considered the thermal capacitance of the inner steel layer. The imposed disturbance was a step rise in internal fluid temperature of 1 K, and the calculated response was the heat flux into the inner surface.

A comparison of these two models is shown in Figure 5, which shows very small differences in the predicted response of the two models. It was concluded that the simple \( T \) model gave an adequate representation of the thermal response of the conduit wall.

A combined fluid and thermal model was developed. For each discretized conduit section, the combination of a well-mixed flow regime and a simple lumped parameter representation of the conduit walls produced the second-order model configuration shown in Figure 6. Each node consisted of a lumped fluid thermal capacitance element \( C_f \), a conductance between the fluid and the

<table>
<thead>
<tr>
<th>Material</th>
<th>( k ), W/(m·K)</th>
<th>( \rho ), kg/m(^3)</th>
<th>( c_p ), J/(kg·K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Steel</td>
<td>60.5</td>
<td>7854.0</td>
<td>434.0</td>
</tr>
<tr>
<td>Insulation</td>
<td>0.026</td>
<td>70.0</td>
<td>1045.0</td>
</tr>
</tbody>
</table>
inner layer \( h_i \) (the thermal resistance of the steel layer is neglected), the thermal capacitance of the inner layer \( C_{iw} \), and a conductance \( h_{iw} \) (insulation and external film coefficient) between the wall capacitance and the outside.

This model could be incorporated in a wide range of modular simulation environments. In this study, four simple components (fluid node, thermal capacitance, conductance, and Kirchoff heat flux node) were written in Neutral Model Format (NMF) (Sahlin and Sowell 1989), combined to form discretized conduit sections, then solved using a commercial modular simulation environment (Bris Data 1998).
Model Validation

The model was first used to calculate the response of the prototype duct to a step change in entering fluid temperature for varying numbers of well-mixed nodes. The duct was 21.2 m long and had a cross-sectional area of 0.64 m$^2$. Under normal operating conditions it had a mean residence time of around 3 seconds and the walls had a thermal time constant of approximately 200 seconds. The response was therefore considered over these two time scales. All results are presented in terms of outlet fluid reduced temperature $\theta$:

$$\theta = \frac{T - T_{init}}{T_{ss} - T_{init}}$$

as a function of dimensionless time,

$$\tau = \frac{\dot{V}t}{V}$$

The response of the conduit model to a step change in inlet air temperature is shown in Figure 7 for varying levels of duct discretization.

The distinction between the short-term transients caused by the flow and the longer-term effects of thermal capacitance is evident. It can be seen that a model with about 20 nodes gave a clear representation of the flow time delay and that the dynamics caused by the fluid flow have effectively disappeared after $\tau = 3$ (i.e., three “flush times”).

The experimental determination of residence time distribution in a small volume such as a duct is difficult to carry out on an intensively used plant, hence the evaluation of the nodal model’s short-term response was carried out by intermodel comparison. The comparators selected were the simplified time delay/first-order model of Clark, the transfer function model of Tobias, and the TRNSYS pipe/duct model Type 31, all described previously.
The models were configured with the same parameters and so had identical steady-state operation. The imposed disturbance was again a step rise in input air temperature and the results were expressed in dimensionless terms. The results of this test are shown in Figure 8. The distinction between flow transients and thermal transients is immediately evident, with all the models showing a time delay of approximately $\tau = 1$. However, the nodal model is the only one to show a response at less than one flush time: this is to be expected because it takes into account the radial velocity profile in the duct.

The transfer function model predicts a small step rise in temperature, with a rather faster rise than in the nodal model in the thermally dominated regime. The simple time delay/first-order model does not predict a sharp initial temperature rise, although this is somewhat compensated for by its smaller time constant. Configured for this prototype, the Type 31 model essentially reaches the steady-state condition immediately after the time delay, as this model accounts for the thermal capacitance of the fluid (in this case, air) and not that of the duct wall.

Because of the modular nature of the nodal model, it was a fairly straightforward matter to insert a longitudinal conduction link into this model to account for conduction along the inner lining of the duct. In none of the configurations tried did the longitudinal heat flux exceed 0.1% of the radial value, and hence this link was not incorporated subsequently in the nodal model.

In the prototype plant it was possible to manipulate the control system to impose sudden small changes in the inlet temperature of the air. However, this could not be carried out in such a way as to provide a reliable indication of the short-term response caused by the flow dynamics. The disturbance was, however, sufficiently rapid to serve as a comparison of the thermal transients. The inlet and outlet air temperatures in the duct were measured by arrays of four T1/T2 thermocouples using an electronic reference junction. Figure 9 shows the results of imposing a sudden reduction in inlet air temperature followed by a rise approximately 60 seconds later. The inputs to the models were the measured inlet air temperature and volume flow rate, determined by a Pitot tube traverse. The initial outlet steady-state temperature was 15.7°C.
The results are presented here as actual exit air temperature against elapsed time in seconds; a comparison with the TRNSYS Type 31 is not shown because this model, with air as the working fluid, has effectively no thermal transients. The nodal model satisfactorily predicted the exit temperature of the air, including the “plateau” at around 140 seconds caused by a delay in the control system. The maximum error observed in this time sequence was 0.3°C. The time delay/first-order model of Clark had effectively too much thermal inertia at this time scale, whereas the transfer function model of Tobias overpredicted the swings in temperature.

CONCLUSION

A dynamic model for the thermal response of duct/pipe systems is described, based on discretization of the duct into well-mixed nodes. The model can be used to study the effects of variations in flow rate, input temperature, and pollutant concentration on the outlet conditions of the conduit. Consideration of the residence time distribution in a conduit with fully developed turbulent flow, calculated from the radial velocity profile and eddy diffusivity, indicates an optimal level of discretization of 46 nodes, although satisfactory performance was obtained with approximately 20 nodes. This result is substantially independent of the length-to-diameter ratio of the conduit.

The method generates a response that includes a characteristic time delay but that does not need explicit access to the system time in a dynamic simulation, making it applicable within a wide range of simulation environments. If the simulation program internally generates the time step, the resulting dynamics should appear automatically. If the time step is user-specified, then it must be set to a rather lower value than the mean residence time of the fluid in a conduit section.

A comparison of the short-term (flow-dominated) response has been made with three published dynamic duct models. The nodal model shows the expected steep initial response (caused by the fluid flow characteristics), followed by a more gradual temperature rise due to the thermal dynamics of the conduit material.

The response of the model in the thermal regime was compared with experimental test results where rapid changes were made in the inlet temperature of a steel-lined, insulated duct of
standard refrigeration construction. A model consisting of 40 well-mixed nodes in series predicted the outlet air temperature of the duct to within a maximum error of 0.3°C. Much larger errors were obtained with predictions from existing models.

### NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>polynomial coefficient</td>
</tr>
<tr>
<td>$A$</td>
<td>surface area, m$^2$</td>
</tr>
<tr>
<td>$c_p$</td>
<td>specific heat (constant pressure), J/(kg ⋅ K)</td>
</tr>
<tr>
<td>$C_a$</td>
<td>fluid thermal capacitance, J/(kg ⋅ K)</td>
</tr>
<tr>
<td>$C_w$</td>
<td>conduit wall thermal capacitance, J/(kg ⋅ K)</td>
</tr>
<tr>
<td>$D$</td>
<td>characteristic length, m</td>
</tr>
<tr>
<td>$F$</td>
<td>fraction of passive fluid thermal property</td>
</tr>
<tr>
<td>$h_c$</td>
<td>convective heat-transfer coefficient, W/(m$^2$ ⋅ K)</td>
</tr>
<tr>
<td>$h_i$</td>
<td>inner surface heat-transfer coefficient, W/(m$^2$ ⋅ K)</td>
</tr>
<tr>
<td>$h_o$</td>
<td>outer surface heat-transfer coefficient, W/(m$^2$ ⋅ K)</td>
</tr>
<tr>
<td>$i$</td>
<td>integer</td>
</tr>
<tr>
<td>$k$</td>
<td>thermal conductivity, W/(m ⋅ K)</td>
</tr>
<tr>
<td>$L$</td>
<td>length, m</td>
</tr>
<tr>
<td>$m$</td>
<td>fluid mass flow rate, kg/s</td>
</tr>
<tr>
<td>$n$</td>
<td>integer</td>
</tr>
<tr>
<td>$Bi$</td>
<td>Biot number</td>
</tr>
<tr>
<td>$Nu$</td>
<td>Nusselt number</td>
</tr>
<tr>
<td>$Pr$</td>
<td>Prandtl number</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>$r$</td>
<td>relative radial position</td>
</tr>
<tr>
<td>$R$</td>
<td>duct radius, m</td>
</tr>
<tr>
<td>$t$</td>
<td>time, s</td>
</tr>
<tr>
<td>$t_c$</td>
<td>time constant, s</td>
</tr>
<tr>
<td>$t_d$</td>
<td>time delay, s</td>
</tr>
<tr>
<td>$T$</td>
<td>temperature, °C</td>
</tr>
<tr>
<td>$T_{in}$</td>
<td>fluid inlet temperature, °C</td>
</tr>
<tr>
<td>$T_{init}$</td>
<td>fluid initial temperature, °C</td>
</tr>
<tr>
<td>$T_{out}$</td>
<td>fluid outlet temperature, °C</td>
</tr>
<tr>
<td>$T_{ss}$</td>
<td>steady-state fluid temperature, °C</td>
</tr>
<tr>
<td>$T_w$</td>
<td>wall temperature, °C</td>
</tr>
<tr>
<td>$u$</td>
<td>longitudinal velocity, m/s</td>
</tr>
<tr>
<td>$U$</td>
<td>overall heat-transfer coefficient, W/(m$^2$ ⋅ K)</td>
</tr>
<tr>
<td>$V$</td>
<td>system volume, m$^3$</td>
</tr>
<tr>
<td>$x$</td>
<td>longitudinal distance, m</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>diffusivity correction</td>
</tr>
<tr>
<td>$\beta$</td>
<td>coefficient</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>coefficient</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density, kg/m$^3$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>reduced temperature</td>
</tr>
<tr>
<td>$\tau$</td>
<td>dimensionless time</td>
</tr>
<tr>
<td>$\nu$</td>
<td>volume flow rate, m$^3$/s</td>
</tr>
</tbody>
</table>
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